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ABSTRACT 

The project described here represents a flexible and easily extensible OCR system, 

designed to be configurable at runtime. The system itself is composed of standalone 

binary files than interact with one another using XML files. The system is composed of a 

back-end that is represented by binaries, external libraries and a couple of third party 

binaries, and a GUI front-end that allows the user to correct imperfections in the results. 
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1. INTRODUCTION 

A modular system as the one proposed in this paper is easy to configure, adding to the 

processing flow those components that offer optimal results for the task. Also, if there is 

the need to expand the system's functionality, new components can be developed 

independently of the existing ones, and without requiring recompiling of the entire 

system, whose source code might not be available for some reason or another. 

This paper is the result of the 2 year’s work done for the master thesis of the author [30] 

and the continuation of the work presented in [32]. Other papers published during this 

period, which are connected to the presented subject and can add relevant information, 

which was omitted here for the sake of consistency, are [26] and [27]. They go into the 

details of preprocessing and contain detailed related work. 

2. THE SYSTEM’S MODULES 

Grayscale conversion modules 

"iterative_recoloring" binary 

Conversion from color to grayscale is a lossy process as it reduces a three-dimensional 

domain to a single dimension. The loss is an acceptable compromise that ensures 

compatibility with software that cannot handle the extra complexity associated with a 
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three channel input. The main challenge is therefore creating an image that retains the 

core features of the original one, without introducing visual abnormalities. 

The iterative recoloring begins by computing the luminance of the image using the classic 

formula for transforming RGB images. However, as a result of this transformation, the 

difference between neighboring pixels has dropped significantly as compared to what it 

was when the pixels were colored. Therefore, the algorithm attempts to recover as much 

of that initial difference as possible from the original image [3][28][29][31]. 

At each iteration, pixels influence the associated values of their neighbors, in order to 

achieve a difference that is as close to the one in the original color image. When all pixels 

have been evaluated, their influences on same value pixels are added up and averaged, 

and the pixels have their values changed accordingly. After a preset number of iterations, 

or when the image no longer changes significantly, the processing stops, producing a 

grayscale image. 

Binarization modules 

"otsu" binary 

The application achieves image binarization using a global threshold value computed 

through Otsu's method [20]. Binarization refers to transforming a grayscale image to a 

black and white image. 

For the grayscale image (usually represented at 8bpp) histogram of pixel values is created. 

Next, for each value in the histogram, the histogram is split into two sets of values and the 

inter-class variance is computed. The value in the histogram that generated the highest 

variance is chosen as threshold. 

The final step consists simply of cataloguing the pixels as either foreground or 

background based on how they relate to the threshold. 

Other binary pixel modules 

"deskew" binary 

This component detects and corrects the skew of a binary image. The algorithm attempts 

to rotate the image for a given set of angles and chooses that value for which the 

distribution of the projection of pixel on the vertical axes is most like that of correctly 

scanned text. This method is called “Projection Profiling”. 

Layout modules 

"layout" binary 

This component is the most complex one of the entire project. Given that the relations 

between the components is fairly complex, a UML diagram is presented below, 

summarizing the interactions between the most important classes of the binary and their 

operations. 
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The functioning of this component will be exemplified on the image presented in Figure 

2, with following figures outlining the structures that are being constructed as result of the 

processing. The image contains a paper fragment, structured into two columns, and using 

two distinct fonts, one for the author's own words, the other for citations. 

 

Figure 1. UML class diagram 

 

Figure 2. Fragment of a binarized image 

Entity Detection 

First of all, the entities of the image are detected by grouping together foreground pixels 

(in our case, black) that are adjacent to other similar pixels. Such a grouping, will 

eventually be named "entity". 
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Initially, maximum length horizontal rows of black pixels are identified in the image. 

Such a maximum length row is called a segment. As the number of segments is pretty 

large, they have to be stored efficiently, using a structure that employs three parameters: 

row index of the segment, the index of the starting column and the one of the last column. 

Previously identified segments are then grouped based on their adjacency. To limit the 

copy operations as much as possible, each segment is encapsulated in a node structure, 

which is the base component of a linked list. Apart from storing a reference to the actual 

segment, this node also stores a pointer to the head of the list (the head references itself), a 

pointer to the next node in the list and the number of elements in the list. 

Determining segment adjacency is done by checking all nodes in the list in the order of 

the rows. This does not require additional reordering of the segments, as they are already 

ordered due to the way they were formed, and the node construction can closely follow 

segment creation. 

For each node encapsulating a segment on row k, one has to determine those nodes 

encapsulating segments on row k-1 that overlap with the current segment on the axis. If 

two segments have the same node set as the first element of the list, then the two entities 

have to be merged to form a bigger entity. Merging the two entities is a relatively simple 

operation, with the smaller list being concatenated to the larger one; this involves 

changing the last element of the large list to point to the first element of the smaller one, 

modifying the first node reference for all elements in the smaller list and changing the 

length of the current list. An example of such an entity is displayed in Figure 3. 

 

Figure 3. Letter "r" and its maximal horizontal pixel rows 

By the time the last element has been analyzed, all segments will have been grouped in 

entities as shown in Figure 4. Each identified entity has been enclosed by a red axis 

aligned rectangle. The process appears to have been successful, yet, on closer inspection, 

it becomes clear that this is not the case. 

 

Figure 4. Letter entities before filtering 

As seen in Figure 4, there are several problems. Most characters have indeed been 

correctly identified, but character fragmentation resulting from the binarization lead to the 
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identification of some incorrect entities. In the areas where the character stroke is thinnest, 

page deterioration will eventually cause it to fade altogether. When binarization is 

applied, these areas look more like background than foreground, therefore they end up 

being wrongly classified, which in turn causes character segmentation. 

As can be observed, the top part of the letter "n" is very "thin" and for one instance it is 

even fragmented resulting in the creation of two entities. The letters "h" and "u" face a 

similar problem, due to their similar shape. The "y" character is also fragmented, with the 

first entity looking like a "v" and the other like a small dash slightly below it. 

Another fragmentation type occurs for the symbols "a" and "8"; for these 2, the bounding 

boxes of the fragments are partially or completely overlapping. 

A more inconvenient situation is represented by the merging of the "fi" symbols into a 

single entity on the first line. This is caused by the fact that too many pixels, the pixels 

between the two symbols to be more precise, were classified as foreground. Besides this 

"main" merging issues, there is also a problem with the fact that the dot of "i" which is an 

entity itself, is overlapping the greater entity formed out of "f" and "i". 

A last observation is related to the dots of "i" characters and punctuation marks. Although 

they are correctly identified, they may cause problems in the future. They are a lot smaller 

than any other neighboring symbol, and are weirdly placed, either completely above the 

characters or mostly beneath their level. 

Given all the problems detailed above, the necessity of applying some correction filters 

becomes obvious [5]. 

First, an inclusion filter is applied, which checks if an entity is found completely within 

the bounding rectangle of another entity. If this is the case, the two entities are merged. 

After applying this filter, the fragment looks as in Figure 5. The problem with "a" and "8" 

has been fixed, and the "fi" entity and the dot of "i" have also been merged into a single 

entity. 

 

Figure 5. Detailed view of the entities after inclusion filter 

Next, a concatenation filter checks if an entity can be connected with another one that is 

closely placed on the vertical direction. If one of the entities has its horizontal entities 

bound by the margins of the other and they are close enough, with the distance being 

beneath a specified threshold, then the two entities become one. The results are presented 

in Figure 6. This filter solves the problem of the "y" character, uniting the two into a 

single entity. The distance between the two was significantly greater than the one between 

the entities that form "n", "h" or "u", but concatenating on the horizontal direction is a 

much more sensitive problem, because at this point, it cannot be said with any degree of 
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certainty that the two entities are indeed part of the same symbol. Concatenating 

horizontal entities can be done, but this might require character features knowledge, 

which is more appropriate for the OCR phase. 

With the entities identified and the corrections applied, they have to be grouped in lines. 

Grouping entities into lines of text requires iterating through all entities and assigning 

them to one of the lines. Lines are dynamically created, when an entity cannot be assigned 

to any other previously created line. Two entities belong to the same line if the y axis 

projections of their bounding boxes intersect and the horizontal distance between the two 

is beneath a selected threshold. The threshold is chosen in such a way that lines belonging 

to adjacent text columns will not be considered as being a single line. 

 

Figure 6. Detailed view of the entities after concatenation filter 

Line Detection 

 

Figure 7. Detected text lines in paper fragment 

The previously analyzed sample text has been organized in lines, as seen in Figure 7. 

Most of the lines are correctly identified, but there are also some exceptions. The first 

characters of the text are grouped into their own line, most likely because the algorithm 

failed to eliminate the comma, which in turn changed the limits of the bounding box, so 

the line could not be evaluated as one. The second problem is related to lines nested 

within lines, as is the case of the line of the second column that is composed of the 

characters "768" or the lines made of only the dots of "i". 
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Paragraph Detection 

For the last layout analysis step, the lines are grouped into paragraphs. Determining which 

lines belong to which paragraph is more than a question of proximity, it is also matter of 

the features of the characters that compose the lines. 

The features that are tracked are: 

 character size 

 character boldness / character italics 

 line spacing 

For a well-defined set of entities, character size detection consists of determining the 

point of minimum and maximum in the entity height histogram. Maxima correspond to 

lower case letters, upper case letters and potential noise and punctuation marks. If two or 

more maxima exist, the largest one corresponds to lower case letters, and the others are 

considered to correspond either to uppercase or punctuation marks if they fit within a 

predefined interval. If a single maximum exists, the letters are considered to be upper 

case, and lower case letters are assigned value 0. For better results, the histogram itself is 

preprocessed, by applying a triangle filter whose width is 10% of the histogram width. By 

doing so, maxima within a group are greatly outlined. 

Determining character boldness is established on a per character basis. The algorithm 

determines for each pixel that composes the entity the shortest of the vertical and 

horizontal segments to which the current pixel belongs. Once all pixels have been 

analyzed, a histogram of the width of the segments is created. The most frequent value 

represents the stroke width. If, however, there are two lengths of close values (which 

usually happens for differences of a few pixels) an average of these values is computed 

and this is used to character boldness. 

To determine if a character is italic or not the algorithm evaluates the width of the 

bounding box of the entity both in its initial form and following a rotation of the entity. 

The pixels are rotated with 16 degrees (trigonometrically), as italic characters are usually 

rotated 16 degrees clockwise and the widths for both cases are calculated. The reasoning 

behind this is that rotation will produce a symbol with a width smaller that the initial 

letter, whereas rotating a regular character will increase the width. 

To determine the distance between row entities, only vertically adjacent entities are 

evaluated. The algorithm determines if characters are on consecutive lines by comparing 

the distance between them with an average of the character heights and checking if their 

horizontal coordinates overlap. When the processing is done, a numeric value is 

generated, representing the average distance in pixels between rows for the analyzed text 

area. 

Having all these features determined, the lines are analyzed pairwise. First, the heights of 

the lower case letters of the two are computed; if at least one of the lines has 0 sized lower 

case letters, then one of the lines contains only uppercase letters, so the algorithm jumps 

directly to uppercase analysis; otherwise, a ratio of the two values is computed. A similar 

ratio is computed for the uppercase letter sizes and then the two values are averaged. 
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If there is a significant difference between the two ratios, there is no need for extra 

computation, as the two rows will be considered too dissimilar to belong to the same 

paragraph. Otherwise, the algorithm proceeds with comparing character boldness. The 

largest valued is kept as reference for both rows and if the difference between the two is 

below a specified threshold (1 pixel to be more precise), the processing stops. Otherwise, 

character italics are analyzed and if the difference is not too great the lines are classified 

as belonging to the same paragraph. 

The algorithm successfully separated paragraphs containing italics from those without 

italics, also in part due to the significant distance between the paragraphs (see Figure 8). 

Also, the paragraphs containing citations were flawlessly identified. For the other type of 

paragraphs, there is an error in the first column, splitting the paragraph into two at line 8. 

The cause of the problem is that the algorithm is blind to line alignment; instead it only 

relies on line distance and character similarity. 

 

Figure 8. Detected paragraphs in paper fragment 

Character Recognition modules 

"tesseract_wrapper" binary 

This binary handles the character recognition for the system. The binary processes the 

output of the layout analysis component, extracts the lines of text from the image as 

indicated by the XML file, and creates image files which it sends as input to the actual 

Tesseract binary. The output is a text file, containing the OCR matching, which is 

extracted and added to the output XML file as the contents for the corresponding text line. 

Tesseract OCR Overview 

Tesseract is an open office OCR engine released under the Apache 2 license. The 

application was initially developed as a Hawlett-Packard proprietary software, being 

recognized in 1995 as one of the top 3 best applications of this type. After 1995, though, 

development on the application stopped, till it was released as open source a decade later. 

Starting from 2006, its development is supported by Google [23]. 
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Up until version 2.0, Tesseract only accepted single text column TIFF images. Because 

these initial versions did not offer the possibility of taking into account text placement, the 

results were usually poor. Starting from version 3.0, Tesseract offers support for 

formatting the resulting text, as well as other information related to localization and 

layout conformant to the hOCR standard. 

Another improvement to the software was the addition of language support. These are 

organized as individual files that can be added to the application whenever they are 

needed. 

Tesseract Architecture 

Image processing is done the standard way, sequentially. The first step consists of 

detecting the connected component, and retaining the bounding elements of the 

components. Based on these, an inclusion hierarchy is created, which, by analyzing the 

number of levels, permits a uniform handling of the cases of black text on white 

background and white text on black background. 

Following this step, the bounding elements are grouped through inclusion into blobs. 

These are organized into text lines, which are then split into words, all based on character 

spacing. If the spacing is uniform, the splitting is done right away. For more complex 

fonts with complex spacing, word splitting relies on using fuzzy spaces [23]. 

Character recognition is next, which is done in two steps. First, an attempt is made to 

identify each individual word. A correctly identified word is used for training an adaptive 

classifier, thus permitting the identification of future words. Because following the initial 

traversal it might be that useful information were discovered that were not available when 

the process began, a new identification is ran, for those words for which the confidence 

level is not high enough [23]. 

Symbol Matching 

Tesseract employs a best-first strategy over the segmentation graph for identifying 

characters and words, a search that grows exponentially with the size of the blob. 

Although this approach works reasonably well for words written with the Latin script 

(which are relatively few in number) and for whom the search ends as soon as a valid 

entry is found in the dictionary, for texts using Chinese ideograms, the computational 

resources are exhausted relatively fast. 

To process such a script, it is necessary to limit the segmentation points and establish a 

halt condition that is easier to reach. Reducing the segmentation level is done by 

considering the symbols as having fixed width, at most some of them being half the width 

of a standard symbol. 

Another strong constraint is character consistency within a phrase. Introducing more 

recognizable symbols extends the capacity of correctly identifying and cataloguing, but 

introduces a certain degree of ambiguity. Although one may say which character set is 

dominant for a particular text, one cannot eliminate the possibility of having symbols 

belonging to a different alphabet appear in the text (e.g. Greek letters for formulas). As a 

result, when analyzing the current word, Tesseract will assume it is using a certain 
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character set only if more than half of the previous symbols belong to that set. Even in 

this conditions, other character sets will not be ignored, as the shape recognition score is 

taken into consideration [23]. 

The features that are tracked during classification are components of the approximation of 

the polygonal contour of the character. During the learning phase, a four dimensional 

feature vector (position, direction, length) is created out of each element of the polygonal 

approximation; these are then clustered to create prototype vectors. In the recognition 

phase, the elements of the polygon are split into equally sized fragments, which removes 

the length component from the vectors. These smaller fragments are compared to the 

elements that compose the prototype; using small components makes the identification 

process more reliable to discontinuities related to character representation. 

Classifying the symbols is a two-step process; in the first step, the set of possible 

characters is reduced to a list of about 1 to 10 characters, using a method similar to 

Locality Sensitive Hashing. The second step computes the distance of the inspected 

symbol to each of the characters in the list, so that the one with the best score may be 

chosen. 

The good results of the classification process are due to its structure of selection by 

voting. Instead of using a unique bulky classifier, multiple small classifiers are used 

instead. To avoid feature explosion in prototypes, Tesseract limits their number to 256, 

which is more than enough, including for representing Chinese symbols or various 

syllabic systems. 

Document generating modules 

"pdf_converter" binary 

The binary consists of two parts: one that converts the hierarchy analysis XML file (with 

possible text contents) into METS/ALTO files, and one that converts these files into the 

actual PDF using the third party binary mets2pdf. 

For starters, the METS file is created; as the aim is to obtain a pdf file, some of the 

information contained in the XML are either not filled in or contain default values. These 

data would usually be used for managing a collection of documents and are not relevant to 

the PDF file. Moreover, in the context of the current document analysis system, the 

METS file is no more than an intermediary product, which loses its relevance once the 

final PDF file is generated. 

Generating the metsHdr element and its associated subtree is independent of the file (or 

files if more files are currently dealt with) that are being analyzed. This section concerns 

the METS file itself and will not be part of the final PDF. For example, the end file will 

make no use of the creation time of the intermediary file, but this is still filled in 

nonetheless. 

Usually, the elements of the dmdSec section are more relevant to the final PDF, as they 

are used to create navigation labels within the file. However, as the hierarchy analysis tool 

is fairly primitive and is having difficulties correctly identifying title, subtitles, chapters 

and so on, only two such elements are generated, that have as id "MODSMD_PRINT" 
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and "MODSMD_ELEC" respectively, that allow the introduction of a title by hand by the 

user; otherwise, the default value is Unknown. 

The amdSec elements describe images that compose the document, so the information 

associated to these is more sensitive, and should not be left to be default. Apart from the 

actual features of the images, this section also contains information regarding the position 

within the document. 

The next section is called fileSec, and it is composed of two fileGrp sections, under which 

files of a particular type are grouped. The first one contains the elements describing 

images, and the second one contains ALTO type files. 

The last elements necessary to the METS file are two structMap files. The first one of the 

two, identified by the "LABEL" attribute "Physical Structure", contains, for this particular 

application, the elements that associate image elements with ALTO files with the 

corresponding text. The next structMap element, whose attribute "LABEL" is this time 

"Logical Structure", describes the hierarchical structure of the document; more exactly, 

the identified text is logically organized into articles, chapters, subchapters, titles etc. 

However, given that the current analysis is quite lacking, this hierarchy is missing 

altogether. Instead, all paragraphs are catalogued as regular text and are associated the 

identifier corresponding to the appropriate ALTO file. 

Oher modules 

"controller" binary 

This binary, as its name suggests, controls and coordinates the system based on the XML 

configuration file. The application parses the XML and extracts from the DOM tree the 

tasks corresponding to each individual component. After the subtree is selected, it is 

written to a distinct file and given for processing to the appropriate binary. Once the 

processing is done, the XML result file is analyzed, in order to determine if the processing 

may carry in or not. 

Graphic components 

Although editing XML files "by hand" using nothing more than a file editor is not a 

complicated task, problems may arise as the user must be knowledgeable enough to create 

valid files. Even for experienced users writing such files may seem like a daunting task, 

not because of the difficulty, but due to the fact that it is tedious. 

As a result, to speed up the interaction with the binaries, several graphic components were 

created that allow the user to manipulate XML files without having any knowledge of the 

structure of these file and also to run the individual binaries. 

Graphic controller 

The graphic controller provides the same functionality as the regular controller, but in a 

more "user-friendly" manner. 
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On startup, the controller parses all xsd files in the configuration folder and accordingly 

groups each binary. As mentioned earlier, each processing task may be performed by 

multiple binaries, so the user may be able to choose from one of many alternative. 

The users begins by choosing a start processing step and an end processing step. Then, for 

all the processing steps within, they have to choose an appropriate binary and if necessary 

specify appropriate parameters. The parameters are presented in a user friendly manner as 

toggles, drop down lists or spinner inputs, as indicated by the type of the components 

described in the xsd file. 

Once the users are satisfied with their configurations, they may launch the processing. 

This notifies the controller to create the actual XML input files, which are then passed on 

to the binaries. Just like the regular controller, the graphic controller will check the result 

XML files and present a report to the users, indicating whether the processing was 

successful or an error occurred. 

Correction interface 

Regardless of how good a processing component is, errors are bound to appear. And 

while deciding on a correct binarization has some degree subjectivity attached to it, 

deciding whether two entities are part of the same line is a clear cut procedure with well-

defined metrics. The correction interface allows the user to fix some of the aberrations 

that appear as result of the layout analysis or even the OCR processing. 

3. CONCLUSION 

The presented modules should be regarded as a minimal set that a Document Image 

Analysis System may need in order to fully complete the entire execution flow. 

Converting a set of digitally-acquired images into a meaningful output format with proper 

tagging and ranking is now possible with minimal user interaction and proper 

configuration of the aforementioned modules. 
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